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The purpose of this study is to develop an evaluation model that considers the quantitative and qualitative 
criteria for the appropriate selection of firms demanding commercial credit for both public and private banks. 
In this paper, the authors propose an integrated model that combines the Analytic Hierarchy Process (AHP) 
and Grey Relational Analysis (GRA) into a single evaluation model. The model is illustrated with a case 
study on bank experts to demonstrate the effectiveness of this integrated method for four firms that applied 
for a commercial loan. In this study, AHP is applied to determine the weight of the criteria, and GRA is 
performed to determine the most appropriate firm. The results of this study indicate that, whereas firm 
morality and news criteria are the main criteria with the highest priority, sale and marketing constructions 
are the main criteria with the lowest priorities for both public and private banks. In addition, according to the 
results of GRA, the most appropriate firm for a public bank is Firm 1, and the most appropriate firm for a 
private bank is Firm 2.  

Key words: decision analysis, commercial credit application, credit demand evaluation model, analytic 
hierarchy process, Grey relational analysis. 
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1 Introduction 
Although various functions and service areas differ on their founding objectives, banks, whose 
most essential function is to provide funds, are the financial institutions of fundamental 
importance that bring together those demanding and those supplying funds. Banks generally fulfill 
their function of providing funds with credit. Credit is the transaction of lending the obtained 
funds and equity capital of the banks to the natural and real entities within legal restrictions. This 
is done by considering the in-company statute of the bank itself on the condition that the loan will 
be reimbursed within a certain period of time according to the commitment to the debt. In 
developing countries in particular, the decisions made by the banking sector have a major impact 
on the country’s economy, and the disruptions that may occur in the sector may even lead the 
country to the point of economic crisis. The decision to grant loans must therefore involve a 
decision-making process that is as efficient as possible. Inaccurate decisions made in granting 
loans result in credit risk, which may be expressed as the probability of non-payment of a loan. 
The bank encounters credit risk, which may be expressed as non-compliance with the requirements 
detailed in the credit contract, upon the failure of the debtor to partially or completely meet the 
obligation. There will more expectations that the bank loans will be reimbursed with efficient 
implementation and management of the crediting processes and in a way that will minimise the 
damages that occur on account of the credit risk.  

According to today’s changing conditions, the banks release various types of credit, addressing 
different customer needs as a consequence of the intense competition and rapid changes taking 
place. Ranging from commercial loans to consumer loans, housing loans and auto loans, the loans 
granted by the banks vary depending on the criteria, such as the maturity date, the purpose of use, 
the sector and area of use, as well as indemnification. Banks must offer credit in a way that enables 
the maximisation of the returns expected from commercial loans and the minimisation of the loss 
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arising from credit risk. This requirement compels banks to face the issue of evaluating firms’ 
credit demands.  

The criteria that banks consider during the process of credit evaluation are important in 
reducing credit risk and the banks’ being able to rely on accurate and efficient decision-making. 
The evaluation of firms’ credit requires a complicated and multi-criteria decision. Several 
quantitative and qualitative criteria (financial structure, managerial structure, morality, intelligence, 
sectoral structure, sales and marketing structure, etc.) have to be addressed together. For this 
reason, the Analytic Hierarchy Process (AHP), which enables determination of the priorities that 
could affect the evaluation, is an appropriate technique for solving this problem.  This is not to 
forget the assessment of all the criteria together, which reveals the degree of importance of each 
criterion. In other respects, Grey Relation Analysis (GRA) is another technique that may be used 
in the problem of evaluating the credit demands by firms. The technique ensures the selection of 
the best criteria according to the proximity of the best alternative.  

Techniques such as multivariable statistical techniques, discriminant analysis, regression 
analysis, logistic regression analysis, and the probit model, as well as econometric analyses 
(Frame, Padhi & Woosley, 2001; Lee, Pham & Zhang, 1999; Bodur & Teker, 2005; Abdou, Masry 
& Pointon, 2007; Huang, Chen & Wang, 2007) have been applied in the literature in relation to 
credit evaluation decisions,  particularly in the measurement of credit risk. In addition to financial 
information, the existence of non-financial, i.e., quantitatively non-measurable factors, has led 
researchers to multi-criteria decision-making techniques like AHP, DEA (Data Envelopment 
Analysis) and PROMETHEE (Preference Ranking Organisation Method for Enrichment 
Evaluations) (Cheng, Chiang & Tang, 2007; Babic & Plazibat, 1998; Chen & Chiou, 1999; 
Yurdakul, & İç, 2004; Xu & Zhang, 2009; Atan, Maden & Akyıldız, 2004; Sekreter, Akyuz & 
Çetin, 2004; Albayrak & Erkut, 2005; Atan & Maden, 2005; Girginer, 2008; Akkaya & Demireli, 
2010). However, it must be noted that there is limited use of AHP among these techniques. 

Some credit rating studies using AHP may be summarised as follows: Babic and Plazibat 
(1998) studied the ranking of enterprises according to the achieved level of business efficiency 
using the PROMETHEE method and AHP. The PROMETHEE method is used for the final 
ranking, while AHP is used to determine the importance of criteria. The main purpose of the work 
was to present the methodology, which at any time (with the available business indicators) can 
provide information about the financial standing of a particular enterprise and the profitability of 
conducting business with such an enterprise. 

Chen and Chiou (1999) developed a fuzzy credit-rating approach to address the problem arising 
from the credit-rating table currently used in Taiwan. The credit-rating criteria are modeled in a 
tree hierarchical decision structure consisting of several “basic” hierarchical structures. The 
membership degrees of the five rating levels for describing the final evaluation results may 
provide loan officers with more valuable information for making decisions. Loan officers at some 
banks in Southern Taiwan currently treat the proposed approach as a decision support system for 
commercial loans.  
İc and Yurdakul (2000) developed a credit rating model using AHP. Their model, which 

evaluates both qualitative and quantitative factors, gives the result as a general credit score. This is 
used in the literature and in practice and includes the subjective creditworthiness of the firms, the 
status of their sector, the collateral surety, and, in particular, the principles of financial analysis 
used. 

Atan et al. (2004) evaluated the process of decision-making in favor of the approval or refusal 
of the credit demand and the amount of the loan with AHP. They determined the credit scores of 
those demanding credit in four main categories: financial status, indemnification, status of 
employment, and personal information.  

Atan and Maden (2005) aimed to measure credibility with AHP in the evaluation of persons and 
bodies demanding credit from a bank. To that end, they determined the credit scores of individuals 
and bodies demanding credit categorised by morality, income status, and the results of the credit 
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register office’s search screen, cosigner, employment status, personal information, and assets.  
Girginer (2008) determined the criteria considered by private and public banks in the evaluation 

of commercial credit demands. In the study, a hierarchical model consisting of four main criteria 
(financial, managerial, sectoral, and intelligence) was evaluated with AHP in two models of 
private and public banks, with a comparison between the results of these two models. It was 
determined that the public bank attached weight to the financial structure of the firm, whereas the 
private bank attached weight to the managerial structure and intelligence acquired in the 
evaluation of credit applications. 

Xu and Zhang (2009) developed a new method of credit evaluation based on AHP, presenting 
set pair analysis (SPA) to determine the credibility of electronic commerce participants. By 
combining the identity discrepancy contrary analytical thinking of SPA with AHP and applying 
the online credit evaluations, they built a dynamic model that took account of the uncertainty 
interference, treating qualitative and quantitative indicators. According to their findings, their 
model could provide a better explanation of the current credit evaluation scores and the 
information on potential scores, thus obtaining a true credit evaluation. 

Akkaya and Demireli (2010) developed a model for the evaluation of weights for the financial 
ratios used as the basic performance indicator of the firms during the process of crediting the credit 
agency by using AHP. At the end of the study, it was found that the credit agencies consider the 
turnover rate of activity the most important and the financial structure the least important. 

As seen in the literature review, many studies have been conducted on the evaluation of both 
personal and commercial loan applications. However, there are few studies on the evaluation of 
credit demands in which AHP is used. No studies were found on the evaluation of credit demands 
using GRA. Further, there was no study in which the firms were ranked by their priorities by 
obtaining the weights of criteria and sub-criteria applying AHP. Considering this gap in the 
literature, AHP and GRA, which is another multi-criteria decision-making technique, has been 
used to determine the decisions made by banks granting commercial credit. The objective of this 
study is to make the selection of the most appropriate firm with GRA by defining the priorities and 
criteria with AHP, which must be evaluated with and considered in the commercial credit demand 
of the firms. It is expected that this study and its results will be beneficial to the parties in the study 
when they are required to make a selection decision like this. 

On the other hand, when considering the criteria and sub-criteria affecting the commercial 
credit decision by banks, the reason for using AHP in this application is to evaluate numerous 
qualitative and quantitative criteria together. This means considering all the criteria simultaneously 
and developing priority values for pairwise comparisons, criteria, sub-criteria and alternatives. The 
reason for using GRA in the application is to provide a comparison with lesser data according to 
other statistical methods, and to facilitate digitisation of the obscurities in the commercial credit 
decisions. Further, the reason for putting GRA sorting before that of AHP is due to existing a 
sharing in AHP, but existing optimum sorting by evolvement out of gray relation grades in GRA.  

2 Materials and methods 
This study used the AHP proposed by Saaty (1980) and GRA to select the most appropriate firm 
that applied for a commercial loan. AHP provides an optimal solution considering both qualitative 
and quantitative aspects of a decision. Another advantage of AHP is that it reduces the level of 
comparison from a large number of factors to a few. GRA provides optimal decision-making with 
relational coefficient matrices, which are used to compute the weights of the criteria. The objective 
of this study is to apply the AHP and GRA for the selection of the best firm. The proposed method 
comprises two parts. The first part employs the AHP to determine the weights of the criteria. The 
second part applies GRA to rank the alternatives and select the best firm. 

2.1 Determining the weights of criteria using AHP 
As a decision-making method that transforms a complex multi-criteria decision problem into a 
hierarchy (Saaty, 1994; Tung & Tang, 1998; Lee et al., 1999; Macharis et al., 2004), AHP is a 
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measurement theory that prioritises according to groups of decision-makers. The assumption that 
there is no interdependence among the sub-criteria should be firmly emphasised in determining the 
prospective upper-level criterion. AHP incorporates the evaluations of all the decision-makers into 
a final decision (Javalgi, Armacost & Husseini, 1989; Forman & Peniwati, 1998; Chou, Lin, Lin, 
Chou & Huang, 2004; Chang, Wu, Lin & Chen, 2007; Wu, Shih & Chan, 2008), without having to 
elicit their utility functions on subjective and objective criteria by pair-wise comparisons of the 
alternatives (Saaty, 1990; Lipovetsky, 1996; Saaty, 2000; Altuzarra, Maria, Jimenez & Salvador, 
2007). The AHP framework is constructed in the form of a matrix, and a local priority vector may 
be derived as an estimate of relative importance associated with the elements (or components) 
under comparison by solving the following equations:  

wwA .. maxλ=  (1) 

where A is  the  matrix  of  pair-wise  comparison, w  is the  eigenvector,  and maxλ  is  the  largest 
eigenvalue of A. 

Saaty (1980) proposed utilising the consistency index (CI) and consistency ratio (CR). To 
verify the consistency of the comparison matrix, CI and CR are defined as follows:  

1
max

−
−

=
n

nCI λ  (2) 
 

RI
CICR =    (3) 

where RI represents the average consistency index over several random entries of same-order 
reciprocal matrices.  If CR ≤ 0.1, the estimate is accepted or else a new comparison matrix is 
solicited until CR ≤ 0.1. 

In the study, the hierarchical structure of the commercial credit demand evaluation problem was 
established by determining the target, the criteria and the sub-criteria of the problem, with 
opinions from three experts (a bank manager at a public bank and two commercial credit service 
officials at a private bank), appointed in their relevant subject fields at a public and a private bank. 
The points in the problem related to four firms operating in the same sector. The hierarchical 
structure of the problem is given in Figure 1. Five main criteria (financial structure, partners and 
managerial structure, sales and marketing structure, sectoral structure, and firm morality and 
intelligence), each one of which also includes sub-criteria, were taken into consideration during 
the establishment of the hierarchical structure. 

Another significant stage of the AHP decision process consists of obtaining pairwise 
comparison values following the establishment of the problem’s hierarchical structure. A 
questionnaire was prepared on the basis of a pairwise comparison matrix established for each level 
of the hierarchy provided in Figure 1. The pairwise comparisons between the alternatives, criteria, 
and sub-criteria in the questionnaire were judged in accordance with their levels of priority by 
using the scale developed by Saaty (Saaty, 1980). Three experts, whose opinions were obtained 
during the establishment of the problem’s hierarchical structure, were also the participants who 
conducted the pairwise comparisons. While the geometrical means of judgment by the two experts 
from the public bank were calculated as final priority values for the relevant bank, the judgments 
by the bank manager from the public bank were evaluated by a single decision-maker for the 
public bank. 

After pairwise comparisons were conducted for all of the criteria and sub-criteria, the relative 
priority values of each criterion and sub-criterion, as well as their values relative to alternatives, 
were obtained separately for the public and private banks. They are shown below in Table 1 and 
Table 2.  
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Figure 1  
Hierarchical structure of problem for the evaluation of credit demand 

 
Firm 1  Firm 2  Firm 3  Firm 4 

After pairwise comparisons were conducted for all of the criteria and sub-criteria, the relative 
priority values of each criterion and sub-criterion, as well as their values relative to alternatives, 
were obtained separately for the public and private banks. They are shown below in Table 1 and 
Table 2.  

Table 2 shows that the criterion with the highest priority for the public bank in the process of 
commercial credit demand evaluation is the firm’s morality and intelligence (46.8 per cent), 
followed by the financial structure (25.3 per cent) and the partners and the managerial structure 
(14.7 per cent). The sales and marketing structure (8.1 per cent) and the sectoral structure (5.1 per 
cent) rank hold the lowest priority for the public bank evaluating commercial credit demand. 

Because the firm’s morality and intelligence is the main criterion for public banks, one of the 
sub-criteria of this main criterion with the highest relative priority is the inquiry about the bills-
checks under protest (0.309), which was followed by the problematic records of the firm and 
partners (0.260), and intelligence from other banks (0.235). Intelligence from points of vendition 
(0.064) ranks last. When the main criterion for the financial structure is considered, the relative 
priority value of the sub-criterion of equity capital is (0.466) higher than the other sub-criteria. 

Evaluation of the most appropriate 
firm in terms of commercial loans 

Financial 
structure (A) 
• Equity 

capital 
(SC1) 

• Liquidity  
rates (SC2) 

• Resource
-to-debt 
ratio and 
their 
structures 
(SC3) 

• Profitability  
ratios (SC4) 

• Growth 
ratios 
(SC5) 

 

Partners and 
managerial 
structure (B) 
• Assets / 

financial 
status of the 
partners 
(SC6) 

• Stability of 
the 
partnership 
structure 
(SC7) 

• Work 
experience of 
partners 
(SC8) 

• Company 
history (SC9) 

• Morality of 
company 
owner-
partners 
(SC10) 

• Managerial 
understandin
g (SC11) 

• Staff policy 
(SC12) 

Sales and 
marketing 
structure (C) 
• Service quality 

(SC13) 
• Client portfolio 

quality (SC14) 
• Competitive 

capacity of the 
firm (SC15) 

• Foreign trade 
activities 
(SC16) 

 
 

Sectoral structure 
(D) 
• General status of 

the sector (SC17) 
• The position of 

the firm within the 
sector (SC18) 

 

Firm morality and 
intelligence (E) 
• Inquiry of bills-

checks under 
protest (SC19) 

• Problematic 
records of the firm 
and partners 
(enforcement, 
interrupted 
payment) (SC20) 

• Intelligence from 
points of 
procurement 
(SC21) 

• Intelligence from 
points of vendition 
(SC22) 

• Intelligence from 
other banks 
(SC23) 
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This sub-criterion is followed by the resources-to-debt ratio and their structures with the priority 
level of 0.213, and the priority levels of the profitability and growth ratios of the bank are only 
0.040 and 0.084. The sub-criteria with the highest priority for the main criterion of the partners 
and managerial structure are the partners’ work experience and work history (0.229) and the 
morality of the company owner-partners (0.224). The sub-criterion with the lowest priority is that 
of the staff policies, with a priority level of 0.040. The sub-criterion with the highest priority in the 
main criterion of the sales and marketing structure is the firm’s competitive capacity (0.419). This 
sub-criterion is followed by the client portfolio quality and service quality respectively. The 
foreign trade activities of the firm did not stand out as an important sub-criterion for the public 
bank. The general status of the sector (0.833) for the sectoral structure with the lowest priority 
among the main criteria is regarded as more significant than the position of the firm within the 
sector (0.167). 

Table 1  
AHP result matrix for public bank 

Main criteria 
 

                             Alternatives 
Sub-criteria                       

 
Firm 1 

 

 
Firm 2 

 

 
Firm 3 

 

 
Firm 4 

 

Financial structure 
(0.253) 

SC1 (0.466) 0.560 0.249 0.095 0.095 

SC2 (0.198) 0.565 0.262 0.118 0.055 

SC3 (0.213) 0.396 0.396 0.117 0.091 

SC4 (0.084) 0.360 0.399 0.159 0.081 

SC5 (0.040) 0.399 0.360 0.159 0.081 

Partners and 
management 

structure 
(0.147) 

SC6 (0.111) 0.399 0.360 0.159 0.081 

SC7 (0.202) 0.250 0.250 0.250 0.250 

SC8 (0.229) 0.383 0.383 0.175 0.060 

SC9 (0.130) 0.390 0.390 0.152 0.068 

SC10 (0.224) 0.390 0.390 0.152 0.068 

SC11 (0.065) 0.368 0.368 0.169 0.096 

SC12 (0.040) 0.399 0.360 0.159 0.081 

Sales and 
marketing 
structure 

(0.081) 

SC13 (0.221) 0.300 0.300 0.300 0.100 

SC14 (0.312) 0.300 0.300 0.300 0.100 

SC15 (0.419) 0.399 0.360 0.159 0.081 

SC16 (0.048) 0.250 0.250 0.250 0.250 

Sectoral structure 
(0.051) 

SC17 (0.833) 0.300 0.300 0.300 0.100 

SC18 (0.167) 0.300 0.300 0.300 0.100 

Firm morality and 
intelligence 

(0.468) 

SC19 (0.309) 0.390 0.390 0.152 0.068 

SC20 (0.260) 0.300 0.300 0.300 0.100 

SC21 (0.132) 0.300 0.300 0.300 0.100 

SC22 (0.064) 0.250 0.250 0.250 0.250 

SC23 (0.235) 0.383 0.383 0.175 0.060 

Table 2 shows that the main criterion with the highest priority for the private bank in evaluating 
commercial credit demand is firm morality and intelligence (39.4 per cent), as in the case of the 
public bank, which is followed by the main criteria of the partners and managerial structure (34.5 
per cent), and the financial structure (17.2 per cent). When compared with the public bank in terms 
of priority levels, it is noticed that only the order of the second and third main criteria changed. It 
is clear that the main criteria of the sales and marketing structure (5.1 per cent) and the sectoral 
structure (3.9 per cent) are among those ranked last in terms of the priority level for private banks 
evaluating commercial credit demand.  
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Table 2 
AHP result matrix for private bank 

Main criteria 
 

                             Alternatives                                    
Sub-Criteria                                

 
Firm 1 

 
Firm 2 

 
Firm 3 

 
Firm 4 

Financial 
structure 

(0.172) 

SC1 (0.194) 0.062 0.487 0.383 0.068 

SC2 (0.227) 0.054 0.682 0.161 0.102 

SC3 (0.303) 0.667 0.047 0.119 0.167 

SC4 (0.201) 0.044 0.538 0.200 0.217 

SC5 (0.076) 0.076 0.572 0.179 0.172 

Partners and 
management  

structure 
(0.345) 

SC6 (0.089) 0.045 0.635 0.158 0.162 

SC7 (0.149) 0.039 0.467 0.327 0.166 

SC8 (0.137) 0.049 0.695 0.185 0.071 

SC9 (0.084) 0.044 0.471 0.336 0.150 

SC10 (0.441) 0.036 0.585 0.238 0.141 

SC11 (0.055) 0.045 0.666 0.222 0.066 

SC12 (0.047) 0.110 0.433 0.303 0.154 

Sales and 
marketing 
structure 

(0.051) 

SC13 (0.125) 0.127 0.472 0.228 0.173 

SC14 (0.118) 0.048 0.673 0.183 0.095 

SC15 (0.268) 0.045 0.650 0.187 0.118 

SC16 (0.489) 0.250 0.250 0.250 0.250 

Sectoral structure 
(0.039) 

SC17 (0.500) 0.120 0.441 0.257 0.182 

SC18 (0.500) 0.052 0.674 0.176 0.098 

Firm morality and 
intelligence 

(0.394) 

SC19 (0.216) 0.250 0.250 0.250 0.250 

SC20 (0.400) 0.112 0.471 0.208 0.208 

SC21 (0.097) 0.114 0.463 0.259 0.164 

SC22 (0.097) 0.109 0.412 0.284 0.195 

SC23 (0.191) 0.046 0.574 0.247 0.134 

The sub-criterion with the highest priority among the sub-criteria of the main criteria for firm 
morality and intelligence for the private bank is the problematic records of the firm and partners 
(0.400), followed by the inquiry into bills-checks under protest (0.216) and intelligence from other 
banks (0.191). The sub-criterion of intelligence from points of procurement and vendition (0.097) 
rank last. As for the main criterion of partners and managerial structure, the sub-criterion with the 
highest priority level was the morality of the company’s owner-partners (0.441). This sub-criterion 
is followed by stability in the partnership structure (0.149) and the work experience of the 
company’s owner-partners (0.137). The company history, managerial understanding, and staff 
policy stood out as sub-criteria with very low priority levels. Considering the main criterion of the 
financial structure, the sub-criterion of the resources-to-debt ratio and their structures has the 
highest priority (0.303). However, the fact that the growth ratios have a priority of 0.076 was 
interesting. Contrary to the public bank, the sub-criterion with the highest priority of the main 
criteria of the sales and marketing structure was defined as foreign trade activities (0.489). The 
client portfolio quality has the lowest priority for this bank (0.118). In the criteria of the sectoral 
structure with the lowest priority among the main criteria, the general status of the sector (0.500) 
and the position of the firm within the sector (0.500) have equal priority rankings.  

2.2 Determining the best firm using GRA 
Deng (1989) introduced “The grey system theory” to supplement the limitations of using 
traditional statistical methods. Grey system analysis is useful for capturing the correlations 
between the reference factor and other factors that can be compared within a system (Deng, 1989). 
Grey system theory is unlike the traditional statistics analysis handling the relation between 
variables. One of the features of GRA is that a qualitative and quantitative relationship may both 
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be identified among the complex factors with insufficient information relative to conventional 
statistical methods. Under such conditions, the results generated by conventional statistical 
techniques may not be acceptable without sufficient data to achieve the desired confidence levels. 
In contrast, grey system theory may be used to identify major correlations among the factors of a 
system with a relatively small amount of data. Because of these features, GRA has been extensively 
applied in many contexts, such as financial institutions, hospitals, banks and airline firms.  

The procedure for calculating the GRA is as follows (Wu, Lin & Tsai, 2010): 
1 Calculate the Grey Relation Grade 
Let X0 be the referential series with k entities (or criteria) of X1, X2,, …Xi, ….XN (or N 
measurement criteria). Then,  

X0={x0 (1), x0 (2), …, x0 (k)}, 
X1={x1 (1), x1 (2), …, x1(k)}, 
                         . 
                         . 
Xi={xi (1), xi (2), …, xi(k)}, 
                        . 
                        . 
XN={xN (1), xN (2), …, xN(k)} 

The grey relation coefficient between the compared series Xi and the referential series of X0 at the 
j-th entity is defined as follows: 

max)(
maxmin)(

0
0 Δ+Δ

Δ+Δ
=

j
j

i
iγ   (4) 

where )(0 jiΔ is the absolute value of difference between X0 and Xi at the j-th entity, that 

is, )()()( 00 jxjxj ii −=Δ , and )(max 0max jMax iji Δ=Δ , )(min 0min jMin iji Δ=Δ  
The grey relational grade (GRG) for the series of Xi is given as follows: 

)(
1

00 jw
K

j
iji ∑

=

=Γ γ   (5) 

where  wj  is  the  weight  of  the j-th  entity. If it is not necessary to apply the weight, take ω j =
1
K  as an average.  

2 Data normalisation (or data dimensionless) 
Before calculating the grey relation coefficients, the data series may be treated, based on the 
following three types of situations and the linearity of data normalisation, to avoid distorting the 
normalised data (Hsia & Wu, 1997).  

These are: 
1) Benefit target: Upper-bound effectiveness measuring (i.e., larger is better) 

)(min)(max

)(min)(
)(*

jxjx

jxjx
jx

ijij

iji

i −

−
=   (6) 

2) Cost target: Lower-bound effectiveness measuring (i.e., smaller is better) 

)(min)(max

)()(max
)(*

jxjx

jxjx
jx

ijij

iij
i −

−
=   (7) 

3) Medium target: Moderate effectiveness measuring (i.e., nominal is best) 
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)()(

)(*
jxjx

jxjx
jx

ijij

obi
i −

−
=   (8) 

 if )()(max jxjx obij
≤ , then  

j
iob

iji

i jxjx

jxjx
jx

)(min)(

)(min)(
)(*

−

−
=   (9) 

 if )(min)( jxjx ijob ≤ , then 

)()(max

)()(max
)(*

jxjx

jxjx
jx

obij

iij
i −

−
=  (10) 

 where xob(j) is the objective value of entity j.  
The GRA calculation process explained above has been applied as shown below in steps in 
accordance with the purpose of the study.   

Step 1: Establishing the decision making matrix 
The weight is estimated for five experts, with each respondent using Saaty’s relative importance 
scale and averaging their scale to assess candidates, then establishing a decision-making matrix, as 
shown in Table 3.  

Table 3a  
The decision making matrix for public bank judgments 

Sub-criteria 
Firms 

Reference Firm1 Firm2 Firm3 Firm4 
SC1 0.560 0.560 0.249 0.095 0.095 
SC2 0.565 0.565 0.262 0.118 0.055 
SC3 0.396 0.396 0.396 0.117 0.091 
SC4 0.399 0.360 0.399 0.159 0.081 
SC5 0.399 0.399 0.360 0.159 0.081 
SC6 0.399 0.399 0.360 0.159 0.081 
SC7 0.250 0.250 0.250 0.250 0.250 
SC8 0.383 0.383 0.383 0.175 0.060 
SC9 0.390 0.390 0.390 0.152 0.068 

SC10 0.390 0.390 0.390 0.152 0.068 
SC11 0.368 0.368 0.368 0.169 0.096 
SC12 0.399 0.399 0.360 0.159 0.081 
SC13 0.300 0.300 0.300 0.300 0.100 
SC14 0.300 0.300 0.300 0.300 0.100 
SC15 0.399 0.399 0.360 0.159 0.081 
SC16 0.250 0.250 0.250 0.250 0.250 
SC17 0.300 0.300 0.300 0.300 0.100 
SC18 0.300 0.300 0.300 0.300 0.100 
SC19 0.390 0.390 0.390 0.152 0.068 
SC20 0.390 0.390 0.300 0.300 0.100 
SC21 0.300 0.300 0.300 0.300 0.100 
SC22 0.250 0.250 0.250 0.250 0.250 
SC23 0.383 0.383 0.383 0.175 0.060 
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Table 3b  
The decision making matrix for private bank judgments 

Sub-criteria 
Firms 

Reference Firm1 Firm2 Firm3 Firm4 
SC1 0.487 0.062 0.487 0.383 0.068 

SC2 0.682 0.054 0.682 0.161 0.102 

SC3 0.667 0.667 0.047 0.119 0.167 

SC4 0.538 0.044 0.538 0.200 0.217 

SC5 0.572 0.076 0.572 0.179 0.172 

SC6 0.635 0.045 0.635 0.158 0.162 

SC7 0.467 0.039 0.467 0.327 0.166 

SC8 0.695 0.049 0.695 0.185 0.071 

SC9 0.471 0.044 0.471 0.336 0.150 

SC10 0.585 0.036 0.585 0.238 0.141 

SC11 0.666 0.045 0.666 0.222 0.066 

SC12 0.433 0.110 0.433 0.303 0.154 

SC13 0.472 0.127 0.472 0.228 0.173 

SC14 0.673 0.048 0.673 0.183 0.095 

SC15 0.650 0.045 0.650 0.187 0.118 

SC16 0.250 0.250 0.250 0.250 0.250 

SC17 0.441 0.120 0.441 0.257 0.182 

SC18 0.674 0.052 0.674 0.176 0.098 

SC19 0.250 0.250 0.250 0.250 0.250 

SC20 0.471 0.112 0.471 0.208 0.208 

SC21 0.463 0.114 0.463 0.259 0.164 

SC22 0.412 0.109 0.412 0.284 0.195 

SC23 0.574 0.046 0.574 0.247 0.134 

The twenty three sub-criteria accord with the statement “the-larger-the-better”, because each of 
them is compared according to their importance. Accordingly, the referential series may be 
described as X0 = (0.487, …, 0.574). The candidates (alternatives) are X1, (Firm1), X2 (Firm2), X3 
(Firm3) and X4 (Firm4).  

Step 2: Normalising data 
After establishing a decision-making matrix, its established referential series may be described as 
X0 = {1.00, 1.00, 1.00, …, 1.00}. The statistical programs are X1, X2, X3 and X4 . The data are 
normalised for 21 sub-criteria with equation (6). Table 4a and Table 4b summarise the 
normalisation data.  

Table 4a  
Summary of normalisation data for public bank 

Sub-criteria 
Firms 

Reference(X0) Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 
SC1 1.00 1.00 0.328 0.00 0.00 

SC2 1.00 1.00 0.406 0.124 0.00 

SC3 1.00 1.00 1.00 0.085 0.00 

SC4 1.00 0.877 1.00 0.245 0.00 

SC5 1.00 1.00 0.877 0.245 0.00 

SC6 1.00 0.00 0.877 0.245 0.00 

SC7 0.00 0.00 0.00 0.00 0.00 

SC8 1.00 1.00 1.00 0.356 0.00 

continued/ 
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Sub-criteria 
Firms 

Reference(X0) Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 
SC9 1.00 1.00 1.00 0.261 0.00 

SC10 1.00 1.00 1.00 0.261 0.00 

SC11 1.00 1.00 1.00 0.264 0.00 

SC12 1.00 1.00 0.877 0.245 0.00 

SC13 1.00 1.00 1.00 1.00 0.00 

SC14 1.00 1.00 1.00 1.00 0.00 

SC15 1.00 1.00 0.877 0.245 0.00 

SC16 0.00 0.00 0.00 0.00 0.00 

SC17 1.00 1.00 1.00 1.00 0.00 

SC18 1.00 1.00 1.00 1.00 0.00 

SC19 1.00 1.00 1.00 0.261 0.00 

SC20 1.00 1.00 1.00 1.00 0.00 

SC21 1.00 1.00 1.00 1.00 0.00 

SC22 0.00 0.00 0.00 0.00 0.00 

SC23 1.00 1.00 1.00 0.356 0.00 

Table 4b 
Summary of normalisation data for private bank 

Sub-criteria 
Firms 

Reference(X0) Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 
SC1 1.00 0.00 1.00 0.755 0.014 

SC2 1.00 0.00 1.00 0.170 0.076 

SC3 1.00 1.00 0.00 0.184 0.193 

SC4 1.00 0.00 1.00 0.316 0.350 

SC5 1.00 0.00 1.00 0.208 0.194 

SC6 1.00 0.00 1.00 0.192 0.198 

SC7 1.00 0.00 1.00 0.673 0.297 

SC8 1.00 0.00 1.00 0.211 0.034 

SC9 1.00 0.00 1.00 0.684 0.248 

SC10 1.00 0.00 1.00 0.368 0.191 

SC11 1.00 0.00 1.00 0.285 0.034 

SC12 1.00 0.00 1.00 0.598 0.136 

SC13 1.00 0.00 1.00 0.293 0.133 

SC14 1.00 0.00 1.00 0.216 0.075 

SC15 1.00 0.00 1.00 0.235 0.121 

SC16 0.00 0.00 0.00 0.00 0.00 

SC17 1.00 0.00 1.00 0.427 0.193 

SC18 1.00 0.00 1.00 0.199 0.074 

SC19 0.00 0.00 0.00 0.00 0.00 

SC20 1.00 0.00 1.00 0.267 0.267 

SC21 1.00 0.00 1.00 0.415 0.143 

SC22 1.00 0.00 1.00 0.578 0.284 

SC23 1.00 0.00 1.00 0.381 0.167 

Step 3: Computing absolute values [ )(0 jiΔ ] 

 )(0 jiΔ  is the absolute value of difference X0 (differential series) and Xi at the j-th sub-criteria. 
The computed )(0 jiΔ  are displayed in Table 5a and Table 5b.  
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Table 5a  
Absolute values for public bank 

Sub-criteria 
Firms 

Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 
SC1 0.00 0.672 1.00 1.00 
SC2 0.00 0.594 0.876 1.00 
SC3 0.00 0.00 0.915 1.00 
SC4 0.123 0.00 0.755 1.00 
SC5 0.00 0.123 0.755 1.00 
SC6 0.00 0.123 0.755 1.00 
SC7 1.00 1.00 1.00 1.00 
SC8 0.00 0.00 0.644 1.00 
SC9 0.00 0.00 0.739 1.00 

SC10 0.00 0.00 0.739 1.00 
SC11 0.00 0.00 0.736 1.00 
SC12 0.00 0.123 0.755 1.00 
SC13 0.088 0.00 0.00 1.00 
SC14 0.00 0.00 0.00 1.00 
SC15 0.00 0.123 0.755 1.00 
SC16 1.00 1.00 1.00 1.00 
SC17 0.00 0.00 0.00 1.00 
SC18 0.00 0.00 0.00 1.00 
SC19 0.00 0.00 0.739 1.00 
SC20 0.00 0.00 0.00 1.00 
SC21 0.00 0.00 0.00 1.00 
SC22 1.00 1.00 1.00 1.00 
SC23 0.00 0.00 0.644 1.00 

Table 5b  
Absolute values for private bank 

Sub-criteria 
Firms 

Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 
SC1 1.00 0.00 0.245 0.986 
SC2 1.00 0.00 0.830 0.924 
SC3 0.00 1.00 0.816 0.807 
SC4 1.00 0.00 0.684 0.650 
SC5 1.00 0.00 0.792 0.806 
SC6 1.00 0.00 0.808 0.802 
SC7 1.00 0.00 0.327 0.703 
SC8 1.00 0.00 0.789 0.966 
SC9 1.00 0.00 0.316 0.752 

SC10 1.00 0.00 0.632 0.809 
SC11 1.00 0.00 0.715 0.966 
SC12 1.00 0.00 0.402 0.864 
SC13 1.00 0.00 0.707 0.867 
SC14 1.00 0.00 0.784 0.925 
SC15 1.00 0.00 0.765 0.879 
SC16 1.00 1.00 1.00 1.00 
SC17 1.00 0.00 0.573 0.807 
SC18 1.00 0.00 0.801 0.926 
SC19 1.00 1.00 1.00 1.00 
SC20 1.00 0.00 0.733 0.733 
SC21 1.00 0.00 0.585 0.857 
SC22 1.00 0.00 0.422 0.716 
SC23 1.00 0.00 0.619 0.833 
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Step 4: Computing Grey relation coefficients [ )(0 jiγ ] 

The relational coefficients are computed using equation 4 (See Table 6a and Table 6b).  

Table 6a  
Grey relation coefficients for public bank 

Main criteria 
Sub-criteria 

(wj) 
Firms 

Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 

(0.579) 

SC1  (0.523) 1.00 0.427 0.333 0.333 
SC2  (0.538) 1.00 0.457 0.363 0.333 
SC3  (0.622) 1.00 1.00 0.353 0.333 
SC4  (0.633) 0.802 1.00 0.398 0.333 
SC5  (0.633) 1.00 0.802 0.398 0.333 

(0.621) 

SC6  (0.633) 1.00 0.802 0.398 0.333 
SC7  (0.333) 0.333 0.333 0.333 0.333 
SC8  (0.693) 1.00 1.00 0.437 0.333 
SC9  (0.684) 1.00 1.00 0.404 0.333 
SC10 (0.684) 1.00 1.00 0.404 0.333 
SC11 (0.685) 1.00 1.00 0.405 0.333 
SC12 (0.633) 1.00 0.802 0.398 0.333 

(0.658) 

SC13 (0.833) 1.00 1.00 1.00 0.333 
SC14 (0.833) 1.00 1.00 1.00 0.333 
SC15 (0.633) 1.00 0.802 0.398 0.333 
SC16 (0.333) 0.333 0.333 0.333 0.333 

(0.833) 
SC17 (0.833) 1.00 1.00 1.00 0.333 
SC18 (0.833) 1.00 1.00 1.00 0.333 

0.703 

SC19 (0.684) 1.00 1.00 0.404 0.333 
SC20 (0.833) 1.00 1.00 1.00 0.333 
SC21 (0.833) 1.00 1.00 1.00 0.333 
SC22 (0.333) 0.333 0.333 0.333 0.333 
SC23 (0.833) 1.00 1.00 1.00 0.333 

Table 6b  
Grey relation coefficients for private bank 

Main criteria 
Sub-criteria 

(wj) 
Firms 

Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 
 
 

(0.539) 

SC1  (0.584) 0.333 1.00 0.671 0.336 
SC2  (0.515) 0.333 1.00 0.375 0.351 
SC3  (0.524) 1.00 0.333 0.379 0.383 
SC4  (0.547) 0.333 1.00 0.422 0.435 
SC5  (0.526) 0.333 1.00 0.387 0.383 

 
 
 

(0.549) 

SC6  (0.525) 0.333 1.00 0.382 0.384 
SC7  (0.589) 0.333 1.00 0.605 0.416 
SC8  (0.516) 0.333 1.00 0.388 0.341 
SC9  (0.586) 0.333 1.00 0.613 0.399 
SC10 (0.539) 0.333 1.00 0.441 0.382 
SC11 (0.522) 0.333 1.00 0.412 0.341 
SC12 (0.563) 0.333 1.00 0.554 0.366 

 
(0.476) 

SC13 (0.528) 0.333 1.00 0.414 0.365 
SC14 (0.518) 0.333 1.00 0.389 0.351 
SC15 (0.523) 0.333 1.00 0.395 0.362 
SC16 (0.333) 0.333 0.333 0.333 0333 

 
(0.532) 

SC17 (0.546) 0.333 1.00 0.466 0.383 
SC18 (0.517) 0.333 1.00 0.384 0.351 

continued/  
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Main criteria 
Sub-criteria 

(wj) 
Firms 

Firm1(X1) Firm2(X2) Firm3(X3) Firm4(X4) 

(0.504) 
 

SC19 (0.333) 0.333 0.333 0.333 0.333 
SC20 (0.536) 0.333 1.00 0.406 0.406 
SC21 (0.541) 0.333 1.00 0.461 0.368 
SC22 (0.572) 0.333 1.00 0.542 0.411 
SC23 (0.539) 0.333 1.00 0.447 0.375 

Step 5: Computing Grey relation grade  
The sub-criteria weights from AHP and GRA are derived using equation (5). Sub-criteria weights 
(wj) obtained from AHP are shown in the second column in parentheses in Table 6a and Table 6b. 
Equation 5 was applied for each candidate (firm) as the sum of the grey relation coefficients 
multiplied by the relative weights of the main criteria. Table 7a and Table 7b summarise these 
results.  

Table 7a  

Grey relation grades )(
1

00 jw
K

j
iji ∑

=

=Γ γ  for public bank 

Firms i0Γ  i0Γ  (with AHP weights) Rank 

Firm1 90.4% 90.8% 1 

Firm2 83.6% 83.8% 2 

Firm3 56.9% 76.5% 3 

Firm4 33.3% 33.7% 4 

Table 7b 

Grey relation grades )(
1

00 jw
K

j
iji ∑

=

=Γ γ  for private bank 

Firms i0Γ  i0Γ  (with AHP weights) Rank 

Firm1 36.2% 39.1% 4 
Firm2 91.3% 100.0% 1 
Firm3 44.3% 50.5% 2 
Firm4 37.2% 41.5% 3 

As shown in Table 7a, Firm 1 (90.4 per cent) is the most appropriate firm for the public bank. 
Other firms are preferred by the public bank in the following order: Firm 2 (83.6 per cent), Firm 3 
(56.9 per cent) and Firm 4 with 33.3 per cent. As shown in Table 7b, Firm 2 (91.3 per cent) is the 
most appropriate firm for the private bank. Other firms are preferred by the private bank in the 
following order: Firm 3 (44.3 per cent), Firm 4 (37.2 per cent) and Firm 1, with 36.2 per cent. 

3 Conclusions and discussions 
This study proposes an integrated approach for banks’ evaluation and selection of the best firm 
demanding commercial credit, which employs AHP and GRA in a preference measurement model. 
The main advantage of this research is that it may be used to accord with both qualitative and 
quantitative criteria. This study indicates that the AHP and GRA are powerful tools for multi-
criteria decision-making problems, such as the selection of the most appropriate firm demanding 
commercial credit. The proposed method consists of two parts. The first part employs the AHP to 
determine the weights of the criteria. The second part applies GRA to rank alternatives and select 
the best firm. In this model, new criteria may be added to help to select the best firm. In addition, 
any new potential firm may be included in the evaluation process. Therefore, in comparison to 
other models, the proposed model is more flexible, applicable, and effective. 



322  
SAJEMS NS 18 (2015) No 3:308-324 

 
 

 

According to the AHP findings of this study, the main criteria for public banks, listed in order 
of priority, are firm morality and intelligence, financial structure, partners and management 
structure, sales and marketing structure, and sectoral structure. The priority ranking of the main 
criteria for the private banks is as follows: firm morality and intelligence, partners and 
management structure, financial structure, sales and marketing structure, and sectoral structure. As 
is observed, the weights and rankings of the main criteria in the evaluation of commercial credit 
application for both public banks and private banks are almost the same. Morality, which may be 
defined as the positive impression the party wanting to take a loan makes on the party granting the 
loan, its honesty and business ethics, and its intelligence. This is the information obtained during 
market research into the firm. It is prioritised as more important by both of the banks than the 
other criteria. This situation is a reminder of the question a judge commissioned in the Research 
Committee of the US Congress directed to the bankers in 1912: “Will banks give credit only to the 
persons who have money and assets?” J.P. Morgan, whose name was given to one of the largest 
financial institutions operating today, gave the following answer: “No, morality is the priority.” 
When the judge suspiciously asked the same question again, J.P. Morgan explained: “A person 
who I don’t trust can never get credit from me”. This is not a surprising result, considering that 
sometimes even firms with a good financial status do not reimburse the credit they have received. 
Accordingly, to minimise the risk of credit, banks do not want to give credit to a firm with low 
morality, even if it is solvent and has sufficient assets.  

The financial structure is considered to be a more important criterion for public banks than for 
private banks. Therefore, in light of this finding, it may be said that public banks take more notice 
of economic values than they do of subjective values in credit demand evaluation of the firms. On 
the other hand, the status of the sector has been the main criterion with the lowest priority for both 
private and public banks. This finding may be because the sector of a reputable firm, which has 
made a positive impression on the market with its good financial situation, is relatively less 
important than its reimbursement of the credit to the bank.  
• In the study, the results of the AHP show significant similarities to the results of Girginer 

(2008). The AHP results of Girginer (2008) stress that public banks place the utmost 
importance on financial structure, while private banks regard the managerial structure and 
intelligence as of the highest priority. The status of the sector has been determined as the main 
criterion with the lowest priority for both of the banks in this study. Whereas financial 
structure ranks second after firm morality and intelligence according to the AHP results of this 
study, it is interesting that these two main criteria change rank only in the study by Girginer 
(2008). The comparison of AHP findings of this study with other studies in the literature was 
not possible owing to both the inadequacy of the studies using AHP in commercial credit 
demand evaluation and the difference in hierarchies. 

According to the results of GRA performed to determine the most appropriate firm, Firm 1 was 
chosen as the most appropriate firm for a public bank, followed by Firm 2, Firm 3 and Firm 4. On 
the other hand, the GRA results for a private bank found Firm 2 to be the most appropriate firm. 

Even though the most appropriate firms whose commercial credit demand and weights of the 
criteria to be covered were determined within the scope of the established hierarchical model by 
consulting three experts’ opinions, these results do not reflect the opinion of all the banking 
sectors. Although the results of the study are based on the individual considerations of credit 
evaluation experts from anonymous public and private banks, which are undisclosed for privacy 
reasons, the results obtained from the study will be helpful for companies applying for credit by 
enabling them to determine their strengths and weaknesses. Furthermore, the use of the model 
recommended by the study based on group decision-making and the common considerations by 
the credit evaluation experts of several public and private banks may facilitate the ability to reach 
more general results and repeat the study with different criteria and sub-criteria. At the same time, 
the dependency between criteria, sub-criteria, and alternatives will be considered. For this reason, 
the criteria weights will be repeated using the Analytic Network Process, ensuring the examination 
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of the commercial credit demand evaluation problem in a network. At this point, the application of 
GRA could be repeated, and the results compared.  
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