

[image: Cover]



Original Research

Measuring the systemic risk in the South African banking sector

Gregory M. Foggitt1,*, Andre Heymans1, Gary W. van Vuuren1,[image: symbol] and Anmar Pretorius1,[image: symbol]

1Department of Risk Management, School of Economics, North-West University, South Africa

Abstract

Background: In the aftermath of the sub-prime crisis, systemic risk has become a greater priority for regulators, with the National Treasury (2011) stating that regulators should proactively monitor changes in systemic risk.

Aim: The aim is to quantify systemic risk as the capital shortfall an institution is likely to experience, conditional to the entire financial sector being undercapitalised.

Setting: We measure the systemic risk index (SRISK) of the South African (SA) banking sector between 2001 and 2013.

Methods: Systemic risk is measured with the SRISK.

Results: Although the results indicated only moderate systemic risk in the SA financial sector over this period, there were significant spikes in the levels of systemic risk during periods of financial turmoil in other countries. Especially the stock market crash in 2002 and the sub-prime crisis in 2008. Based on our results, the largest contributor to systemic risk during quiet periods was Investec, the bank in our sample which had the lowest market capitalisation. However, during periods of financial turmoil, the contributions of other larger banks increased markedly.

Conclusion: The implication of these spikes is that systemic risk levels may also be highly dependent on external economic factors, in addition to internal banking characteristics. The results indicate that the economic fundamentals of SA itself seem to have little effect on the amount of systemic risk present in the financial sector. A more significant relationship seems to exist with the stability of the financial sectors in foreign countries. The implication therefore is that complying with individual banking regulations, such as Basel, and corporate governance regulations promoting ethical behaviour, such as King III, may not be adequate. It is therefore proposed that banks should always have sufficient capital reserves in order to mitigate the effects of a financial crisis in a foreign country. The use of worst-case scenario analyses (such as those in this study) could aid in determining exactly how much capital banks could need in order to be considered sufficiently capitalised during a financial crisis, and therefore safe from systemic risk.
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Introduction

One of the key elements to understanding the propagation of financial crises lies in the understanding of the nature of systemic risk (Allen, Babus & Carletti 2010:1). As the sophistication of the world financial system has evolved, so has the understanding of systemic risk. Systemic risk can be an externality of bank distress on the real economy or the financial system as a whole (Bernanke 2009). These externalities can be split into three broad categories. Firstly, externalities associated with excessive or correlated risk taking; secondly, externalities related to fire sales; lastly, externalities related to interconnectedness (De Nicoló, Favara & Ratnovski 2012:5). Systemic risk can also be categorised in both a broad and narrow sense (De Bandt, Hartmann & Peydró 2009:636). The narrow sense concerns contagion effects on the interbank market while the broad sense refers to a common shock to many institutions or markets. In essence, systemic risk is the risk of a disruption to financial services that is caused by an impairment of all or parts of the financial system and has the potential to have significant negative consequences for the real economy (IMF, BIS & FStB 2009:2).

This disruption to financial services was especially prominent during the sub-prime crisis of 2007/2008. The collapse of American International Group and Lehman Brothers in particular illustrated how single, large financial institutions can cause a contagion effect in the financial sector that later spills over to the entire economy (Georg 2011:4). The US economy was plunged into recession, declining from 3% growth in gross domestic product (GDP) in 2005 to −3% in 2009 (World Bank 2015). Given the substantial impact of this event on the world economy, the prevention of such a contagious event must be prioritised, something that is only possible if the systemic risk posed by such financial institutions can be addressed.

Considering the complexity of systemic risk, it would follow that systemic risk is difficult to measure. Given that the National Treasury (2011) stated that regulators should proactively monitor changes in systemic risk, it would follow that the accurate measurement of systemic risk is important because regulations should be based on this measurement. Furthermore, because systemic risk is such a broad concept, finding a measure that sufficiently encompasses the entire risk and all its complexities is an additional challenge. The research question that follows is therefore whether systemic risk could potentially be overlooked or underreported in South Africa (SA) because the correct measurements have either not yet been discovered or are not being used? Furthermore, are regulators aware of the levels of systemic risk of the entire financial sector, and the specific banks that are contributing to this risk?

In order to address this problem in the SA financial sector, we propose a new way of estimating systemic risk. This is done by applying a marginal expected shortfall (MES) measure using a new technique to calculate the tail distribution component, based on extreme value theory and the Hill estimator. These techniques are ideal for modelling unlikely yet large losses and therefore provide distributions more suited to extreme events. Additionally, to provide a measure for a longer period and a worst-case scenario simulation, the long-run marginal expected shortfall (LRMES) is calculated. To accomplish this, a Monte Carlo simulation procedure and Cholesky decomposition are used to simulate returns that preserve the sub-prime crisis period volatilities and correlations. This is considered the worst-case scenario because it takes into account the volatility and correlation over the sub-prime crisis period of 1 July 2007 to 31 December 2008 and therefore inflates the tail dependence of the banks. The reason for this is that it represents the period of greatest market volatility and is therefore likely to present a scenario of a very low probability. This provides an interesting comparison because it illustrates the systemic risk index (SRISK) values of banks over the sample period, given that they had the volatility and tail dependence shown during the sub-prime crisis.

A previous article by López-Espinosa et al. (2012) measured the systemic risk contribution of Standard Bank to a sample of international banks but considering that this was the only SA bank used, no meaningful comparison can be made. Another measurement approach was undertaken by Bartram, Brown and Hund (2007), but only two banks were considered for SA and no explicit results were reported.

The contribution of this article is therefore to measure the level of systemic risk in the SA financial sector and to identify which banks are the largest contributors to the overall level. In doing so, we also make a novel contribution to the field through the development of a new technique for measuring systemic risk.

The rest of the article is structured as follows. The next section contextualises the concept of systemic risk and provides an overview of the literature pertaining to it. The ‘Measuring systemic risk’ section then presents the methodology used to measure systemic risk, before the ‘Data and results’ section describes the data used and subsequently reports on the findings. Finally, the ‘Summary and conclusions’ section presents a summary of the results and concludes the article.

Contextualising and defining systemic risk

The sub-prime crisis affected not only the US economy but also financial markets across the world (BIS 2009:16). This was mainly because of the advancement of information technology and computer systems, which facilitates a greater degree of linkage among global financial markets (Kim & Ryu 2015:20). An investor seeking higher yields as well as portfolio diversification may invest in any market that offers a greater return on investment. However, these linkages can also lead to increased risk of contagion and informational spillovers (Kim & Ryu 2015:21). These are two of the three broad elements of systemic risk, with common shocks being the third. Contagion refers to the direct linkages that take place between financial institutions such as those in the interbank market. Informational spillovers are similar to contagion, but in a more indirect sense, whereby ‘bad news’ concerning a large bank in a given country could result in a negative perception regarding all banks in that particular country’s financial sector. Common shocks on the other hand refer to indirect linkages between banks that may occur when they hold similar or identical assets. Such correlation between portfolios may lead to fire sales and result in considerably large losses (Georg 2011:8). These elements of interconnectedness therefore ensure that an adverse shock in one financial sector has the potential to negatively affect the entire global financial sector and economy.

The effect on emerging market economies, however, differed from developed economies in the sense that their systemic risk could largely be attributed to a slowdown or reversal in capital flows that are intermediated through the domestic banking sector (Claessens & Ghosh 2013:107). Challenges that are unique to emerging markets include the following: how to supervise and regulate the shadow banking sector and foreign banks; increasing cross-sectional risks such as contagion and the development of systemically important financial institutions; and the driving of economic outcomes in correlation with domestic financial cycles and subsequent credit booms (Claessens & Ghosh 2013:115). In order to respond to these challenges, certain policies could be implemented. Because the challenges were different, it would follow that the policy responses would also differ for developed, emerging and developing economies. The exact difference between emerging and developing economies is not entirely clear in the literature. The IMF World Economic Outlook Database classifies countries according to their Gross National Income, export diversification, and level of integration into the global financial system (IMF 2015). It can therefore be stated that emerging markets are developing economies in the middle-income group that exhibit characteristics of both a developed economy as well as a developing economy. Emerging markets essentially fall into a broad grey area between the two main categories. Compared to developed economies, developing economies and emerging markets use monetary and fiscal policy less extensively. In particular, fiscal outlays associated with financial sector interventions – such as bank recapitalisation with public funds – are greater in emerging markets (Laeven & Valencia 2013:226).

As an emerging market, SA demonstrates a large degree of global financial integration, and therefore has a greater susceptibility to possible contagion. This contagion could include greater international risk sharing, as well as the risk of transferring negative financial shocks across country borders, and subsequently, increasing the overall level of systemic risk. This interconnectedness magnifies cross-border spillovers early on through channels such as liquidity pressures, global equity sell-offs and a depletion of bank capital (Claessens et al. 2010:8). Although the SA economy was not unaffected, it generally had a strong financial regulatory framework and macroeconomic fundamentals, both of which allowed the financial system to remain relatively stable during the sub-prime crisis (National Treasury 2011:4). The sub-prime crisis may therefore not be the most useful example for examining systemic risk in SA. However, a banking crisis that occurred in the SA financial sector during 2014 provides a more appropriate example.

The collapse of African Bank Limited (African Bank) in SA during 2014 was a significant event. The failure of African Bank was brought about by a combination of issuing many loans and credit cards (mostly at a high interest rate to low-income consumers) while accepting few deposits. Additionally, a large portion of the loans they granted were to consumers who were not creditworthy, leading to the subsequent failure by consumers to repay these loans. This translated into losses of approximately ZAR6.4 billion. In order to recoup these losses, African Bank attempted to raise ZAR8.5 billion through an unsuccessful second-rights offer, finally culminating in the need for a ZAR17 billion bailout by the South African Reserve Bank (SARB). These events may illustrate that the financial sector in SA is possibly not as well-regulated as previously believed. However, the swift action of the SARB was decisive in preventing contagion (IMF 2014:7). The fact that the SARB had to intervene to prevent contagion could legitimise the case for a re-examination of the financial sector, its various institutions, their activities and the actual level of systemic risk in the SA financial sector.

Such a re-examination of the financial sector should distinguish between the two dimensions of systemic risk, namely the cross-sectional dimension and the time dimension. The cross-sectional dimension refers to the structure of the financial system and how it influences, responds to and has the potential to amplify shocks (Caruana 2010:2). It follows then that cross-sectional systemic risk refers to the systemic risk at a particular point in time across all institutions (Borio & Drehmann 2009:3). The cross-sectional dimension of systemic risk therefore focuses on the common exposures and interconnections in the financial system and the potential of a specific shock to propagate throughout the system because of either interconnected balance sheets or direct common exposures.

In contrast, the time dimension of systemic risk refers to the build-up of risk that occurs over time with the macroeconomic cycle and the subsequent pro-cyclicality of the financial system (Caruana 2010:3). An expansionary economic period is typically characterised by periods of financial innovation where institutions and individuals may undertake more risk, make use of untested financial instruments, while credit may grow quickly and result in higher asset prices. The pro-cyclicality of systemic risk is therefore the underlying build-up of risk over time in areas that may be hidden or underpriced, the result being that during economic contractions, these risks appear and amplify the retrenchment that is already occurring. Viewing the build-up of systemic risks as an endogenous cycle illustrates that it occurs during both expansions and contractions and suggests that risk taking should be restrained during an expansionary phase (Borio & Drehmann 2009:3). This implies that a countercyclical prudential approach may be best for regulating systemic risk. The time dimension therefore focuses on the pro-cyclicality of the business and financial cycles and how they reinforce each other, creating a progressive build-up of risk and increasing financial instability – with the financial sector endogenously creating systemic risk (Caruana 2010:3).

A number of measures exist for systemic risk, addressing various aspects related to it – such as its macroeconomic measures, granular foundations and cross-sectional measures – and the possible channels through which it can cause financial distress. A more restrictive definition would allow for an accurate assessment of whether an institution’s failure was because of systemic risk and would subsequently ensure that bailouts only occur for institutions whose failure are truly as a result of systemic risk (Taylor 2010:33). In general, measures of systemic risk are based on market data, but in order to capture the propagation of shocks through a financial network, the optimal measure should consider the losses a bank would experience, conditional on a market decline (Engle, Jondeau & Rockinger 2015:2). SRISK therefore provides a unique approach by including accounting data as an extension to the MES measure, in order to accurately quantify the exact amount of systemic risk an institution possesses.

Measuring systemic risk

The ambition of the Dodd-Frank Act and other measures undertaken in Europe, in response to the sub-prime crisis, led to a large number of research groups attempting to produce a measurement for systemic risk (Hansen 2012:3). In order to adequately regulate systemic risk, an accurate measurement is needed. The SRISK reflects the propensity of an institution to be undercapitalised when the entire financial sector is undercapitalised and is therefore currently the most appropriate measurement for systemic risk (V-LAB 2015). This chapter describes the research methodology we follow, namely the calculation of all the inputs required for SRISK and then the estimation of SRISK itself.

Two different equations can be used to calculate SRISK. The first is set out in Equation 1 (Brownlees & Engle 2015:7):
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with LVGi,t representing the leverage ratio (Di,t+Wi,t)/Wi,t, k the prudential capital ratio and LRMES the long-run marginal expected shortfall. The LVG measure represents a combination of market and balance sheet data. (Di,t+Wi,t) is the quasi-market value of the bank’s assets, defined as the sum of the book value of its debt (Di,t) and the market capitalisation of the bank (Wi,t). The LRMES measure is calculated using either an approximation equation or a simulation procedure. In addition to Equation 1, an alternative SRISK equation is also specified, which uses MES instead of LRMES as the input. This is presented in Equation 2:
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In Equation 2, SRISK is calculated by taking into account the prudential capital ratio (k), the bank’s total liabilities (D), the market capitalisation of the bank (E) and the one-day MES at a certain threshold value (in this case −2%). The key differences between the two measures are therefore the choice of MES or LRMES.

The SRISKi,t index across all institutions is then used to construct a financial distress index that is system wide, with the total amount of systemic risk in the entire financial sector being measured as:
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With (x)+ representing max (x,0). The total amount of capital that the government would need to provide in order to bailout the financial system, conditional on the occurrence of a systemic event is therefore represented by aggregate SRISKt. The contribution of negative capital shortfalls (capital surpluses) is ignored because surplus capital is unlikely to be mobilised easily during a crisis through mergers or loans – therefore providing no support to failing institutions.

The SRISK measure can also be illustrated in percentage form, indicating the systemic risk share an institution possesses, as follows:


[image: SAJEMS-20-1619-E4.jpg]

If SRISKKi,t ≤ 0, then the SRISK%i,t = 0. In order to calculate the SRISK for both the bank and the market, the dynamic time-varying volatilities will need to be calculated, followed by the dynamic conditional correlations (DCCs) and finally the tail expectations will also need to be captured. These three components will then be used to produce the MES for a threshold value of −2%,1 i.e., the daily equity return of the firm, given that the market as a whole has fallen below the −2% threshold level. The LRMES can then be obtained by using the following approximation equation (Acharya, Engle & Richardson 2012:60):
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An alternative to Equation 5 is a dynamic simulation procedure, which takes into account the conditional volatilities and correlations of returns (Brownlees & Engle 2015:7). The first component of MES is the conditional volatility. This is calculated using a modified threshold-generalised autoregressive conditional heteroskedasticity (TGARCH) known as a Glosten–Jagannathan–Runkle (GJR) GARCH model (Glosten, Jagannathan & Runkle 1993:1787). The TGARCH model used by Rabemananjara and Zakoian (1993) is an extension of the standard TGARCH model but includes the lagged conditional standard deviations and variances as a regressor. The TGARCH model equations for the dynamics of volatility are as follows:
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with


[image: SAJEMS-20-1619-E8.jpg]

The volatility is therefore calculated by maximising the log likelihood function for both the bank and market’s data series. The returns are then adjusted by dividing with these volatilities in order to produce standardised returns.

The second component of MES is the DCC. A mean-reverting correlation model allows the correlations to revert to the average long-run correlation ρij=E(Zi,tZj,t). In the equations that follow, the correlation dynamics are driven by the variable qij, which gets updated by the cross-product of the volatility-adjusted returns. By using correlation targeting and setting the initial unconditional correlation seed point [image: SAJEMS-20-1619-I1.jpg], a specification in the form of a GARCH (1,1) model can be illustrated as:
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The conditional correlations for the two entities are then obtained by normalising qij,t+1 as:
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Where:
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The same quasi-maximum likelihood method used for the volatilities is then used to find the persistence parameters α and β with the dynamics initialised by setting q11,0=1, q22=1 and [image: SAJEMS-20-1619-I2.jpg]. The quasi-maximum likelihood method provides constant, inefficient estimates but remains the best choice in order to avoid numerical optimisation in high dimensions (Christoffersen 2011:164).

The log likelihood equation that will be maximised is illustrated using the bivariate normal distribution function for z1,t and z2,t as:
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An important feature to note about this model is that the persistence parameters will be constant among the two entities. The implication of this is that the level of correlation will change over time, but the persistence will not. The persistence in correlation is also different to the persistence in volatility. The DCC model can be written in matrix notation as:
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where Qt+1 is a positive semi-definite matrix because it is a weighted average of positive definite and positive semi-definite matrices, which will cause the correlation matrix and covariance matrix to also be semi-definite. In summary, the DCC model estimation occurs as follows. Firstly, the volatilities are calculated using the GJR-GARCH model, then the returns are adjusted using these volatilities, allowing the calculation of the unconditional correlation matrix. Finally, the correlation persistence parameters α and β are estimated in order to obtain the DCCs.

The final component involves the estimation of tail expectations. This study contributes a new parametric approach based on extreme value theory to model the tail expectations. Extreme value theory can be viewed as a way of smoothing and extrapolating the tails of an empirical distribution (Hull 2015:290). Extreme value theory therefore shifts the focus from modelling the entire distribution to modelling the tail behaviour alone and as a result requires fewer degrees of freedom (Skoglund & Chen 2015:104). Asset returns approach a normal distribution over a long time horizon; therefore extreme value theory is only useful over short time horizons, such as daily periods. However, this gives rise to a potential problem relating to the assumption that all returns are independent and identically distributed (i.i.d.). As a result of the time-varying variance patterns that take place over short time periods, the i.i.d. assumption does not hold, and the variance dynamics have to be removed before applying extreme value theory (Christoffersen 2011:18). Conveniently, the volatility-adjusted returns we constructed earlier can be defined as:
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Because the assumption of i.i.d. can be made regarding the volatility-adjusted returns, extreme value theory can be applied to them. Extreme value theory in this situation is concerned with modelling the tail distribution of returns, with the tail defined by the user (Christoffersen 2011:138). In this case, the threshold value (u) is selected as −2% for the market. One of the key points in extreme value theory is that any observations (y) that go beyond the threshold value (u) will converge to the Generalised Pareto Distribution (GPD):
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where β > 0 and y ≥ u. The tail-index parameter ξ is responsible for the shape of the distribution and the speed with which it approaches zero as y approaches infinity. We make the assumption that the tail-index parameter is positive, therefore allowing the use of the Hill estimator to approximate the GPD. Because this study is concerned with extreme losses as opposed to extreme gains, the methodology will only be applied to the negative of returns. Using the Hill estimator, the expected shortfall can then be calculated as:
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where:
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Equation 16 therefore calculates the daily expected shortfall, given that the returns are below the threshold value of −2% (Christoffersen 2011:143). This is known as the tail distribution of the market.

Considering that the volatilities, correlations, and tail expectations have been estimated, the final step is to now use the three calculated components to obtain the MES. Because we changed the technique for measuring the tail expectations for the bank and market, it follows that the original MES equation (see Brownlees & Engle 2012:10) will need adjustment. MES is adjusted to:
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where [image: SAJEMS-20-1619-I3.jpg] represents the expected shortfall of the market beyond the threshold value of −2%, while [image: SAJEMS-20-1619-I4.jpg] represents the expected shortfall of the bank on the number of occasions when the market breached its threshold value. In addition to the MES values, we also use a simulation procedure to construct hypothetical values of MES over a longer time period, which take into account the historical volatilities and correlations. The process we follow in this study is a new contribution that uses the Monte Carlo simulation procedure and Cholesky decomposition to simulate returns that preserve the volatilities and correlations of returns over a specific time period. Because we are simulating returns for a crisis period, the sub-prime crisis provides the appropriate sample period. The exact time period used will be 1 July 2007 to 31 December 2008. A crisis scenario where the market return falls below −40% is rare, with only three such falls ever to have taken place. These are the crash in 1929 (Black Tuesday), the Dotcom bubble in 2000 and the sub-prime crisis in 2008. In order to account for this scarcity, 50 000 draws will be made. The average of these draws, which return a result, will then be calculated, giving the final LRMES as:


[image: SAJEMS-20-1619-E19.jpg]

The final LRMES is then used as an input into the alternative SRISK equation. The LRMES may provide an advantage in that it provides a prediction over a longer, hypothetical crisis period. It is therefore more likely to represent more of a ‘worst-case scenario’ for banks. The LRMES value will also be constant for the entire period 2001 to 2013. The reason for keeping the LRMES constant is because this will allow the estimation of SRISK values using the balance sheet data for the current period while investigating the effect that sub-prime crisis volatilities and tail dependence would have had in that period.

Data and results

All balance sheet data were acquired from Fitch Ratings agency in the United Kingdom. The data cover the period 2001–2013. Fitch data are reported in USD; therefore in the case of SA banks, the values are converted using the exchange rate at the end of the reporting period of that particular year to arrive at the ZAR value. The equity returns and market capitalisation data for SA are acquired from the INET BFA data set. US equity returns and market capitalisation data are retrieved from the Bloomberg database. Daily stock market returns data are used for the period 2001–2013. Considering that the equity returns data are an integral part of the study, the entity selected for participation in the study will be conditional on its listing on a stock market. For the SA financial sector, the FTSE/JSE All-Share Index (ALSI) is used and five banks are studied. Although it may be argued that the other SA banks are relevant to this study, data availability was a limiting factor. Financial data are only available for the five largest banks, and nevertheless, these banks account for 90.5% of banking assets in SA. Considering that bank size is a significant input for the SRISK measure, it may be argued that even if data were available, the results for these banks would be insignificant by comparison because they are unlikely to contribute substantially to the undercapitalisation of the financial sector.

When a bank has more than the required amount of capital during a crisis scenario, the SRISK values would be negative, thereby indicating a capital surplus. In particular, SRISK measures the amount of capital that would be needed during a crisis to maintain a capital to asset ratio of 8%.2 The SRISK (%) contribution measures the bank’s percentage of total financial sector capital shortfall. It follows then that banks with the highest percentage of SRISK are the most vulnerable during a crisis, but are also the most responsible for causing the crisis. Total SRISK in the entire SA financial sector is presented in Figure 1.
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From Figure 1, it is clear that using the daily MES value resulted in the smallest SRISK value. The simulated LRMES measure takes into account the historic volatility and correlation of the sample period, which includes the sub-prime crisis period of 1 July 2007 to 31 December 2008 and therefore inflates the tail dependence of the banks. The reason for this is that the sub-prime crisis represented a period of larger than normal market volatility and therefore results in inflated LRMES, and subsequently SRISK values. Henceforth, to represent more moderate scenarios, only the SRISK measure using the approximated LRMES as in input measure will be reported. Figure 2 presents the amounts of SRISK each individual bank was responsible for producing.

Figure 2 illustrates some interesting characteristics. FirstRand bank displayed large capital surpluses (negative SRISK values), which offset much of the SRISK that the rest of the financial sector was responsible for producing. All the banks showed increased SRISK measures over the period 2002 to 2003 when the stock market crash took place, as well as during the sub-prime crisis. Following that, the levels of SRISK have generally decreased with the exception of Investec, which displayed a steady upward trend. Standard Bank contributed a large amount of SRISK during the sub-prime crisis period but was only responsible for small contributions during the rest of the period. In general, SA banks seem to have increased SRISK levels during and following crisis scenarios. Considering the manifestation of systemic risk in emerging markets and the role that volatile capital inflows play, this event may be evidence of a link between the two factors. A spike of this nature may raise questions about the role of capital flows in contributing to systemic risk in SA and emerging markets in general. That is, a build-up of foreign capital may have taken place, then once a crisis occurred, the capital was withdrawn and left the bank undercapitalised.
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Another conclusion that can be made is that the SA financial sector as a whole generally displays low levels of systemic risk, with many banks in fact displaying large capital surpluses. The only years in which the sector as a whole had a positive amount of SRISK were 2002 to 2003 and 2008. However, during a crisis scenario, capital surpluses may be misleading. Brownlees and Engle (2015:8) argued that surplus capital held by other banks during a financial crisis is unlikely to be easily mobilised and used to bail out partnering banks. Therefore, assuming low market liquidity, SRISK is reported as:
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The percentage contribution of each bank to the total SRISK of the SA financial sector is presented in Table 1 and Figure 3.
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In Figure 3, the effect of crisis periods on SA banks can be seen. Practically, a 0% contribution indicates that those specific banks contributed no systemic risk. During both crisis periods, the SRISK contribution of Investec dropped rapidly as other banks increased their contribution. During 2002, Nedbank took over as the leading contributor while during the sub-prime crisis, Standard Bank contributed the most. This may be indicative that systemic risk in the SA financial sector is not an inherent characteristic but largely determined by external factors. FirstRand was clearly the least systemically risky, with no contributions ever above zero. Investec could be classified as the most systemically risky because it was responsible for 100% of the systemic risk at most points during the sample period. The spikes displayed by other banks as soon as a crisis takes place in another economy may make a ranking based on SRISK contentious.

Investec was the smallest of the big five banks, yet it contributed the most systemic risk. However, when financial crises or turmoil occurred in foreign countries, the systemic risk levels of the sector increased. This may lead to an argument regarding the success of regulatory measures in mitigating systemic risk. Based on the results, SA’s regulatory approach was successfully mitigating systemic risk, but came under more pressure when crises occurred in foreign countries. It is therefore likely that a future financial crisis in areas such as China or Europe could have a similar or even larger effect. It is also worrisome that no prediction could be made as to which bank would be the most affected prior to a crash or crisis. Interestingly, Standard Bank was the most risky during the sub-prime crisis, and Nedbank was the most risky following the stock market crash. Given the absence of crises, however, Investec was clearly the most systemically risky bank in SA over the rest of the sample period. The reasons for Investec’s large contribution of systemic risk can be explained by looking at some of the components used in the SRISK equation, namely the leverage ratio (Table 2) and LRMES (Table 3):
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Based on the components, it is clear that Investec has significantly higher leverage ratios and in many cases more than double that of the other banks. Additionally, the LRMES is also higher, indicating it has a higher tail dependence. The implication of this is that when the ALSI declines, Investec shares are more affected by this than the other banks. FirstRand bank by comparison has the lowest levels of SRISK in the SA financial sector. An investigation of the components shows that it has low leverage ratios and LRMES values, indicating that even though it has the highest market capitalisation of all the banks, its lower amounts of liabilities offset the potential effects of this. Its LRMES values also show that FirstRand had less tail dependence and was therefore not as significantly affected by an ALSI decline.

Although Investec contributes the most systemic risk, the actual amount of systemic risk in the sector is not uncontrollably high because most other banks display capital surpluses. However, in a crisis scenario when liquidity dries up, there may be systemic implications, and this is before taking into account factors related to interconnectedness. Additionally, the change in SRISK contributions during the period following the stock market crash and sub-prime crisis period may be indicative of vulnerabilities in the economies following upswing periods (Claessens, Ghosh & Mihet 2013:157). This further strengthens the argument of a different manifestation of systemic risk in SA, whereby the systemic risk lies in the amount of capital inflows in the economy and potentially the regional source of these capital flows.

The argument may be made that the total financial sector SRISK will always increase as the size of the financial sector increases. That is, as banks undertake more liabilities, it will follow that the amount of SRISK increases. Increases in market capitalisation will, however, not offset these increases because the market may malfunction during a crisis. External factors such as the stability of financial sectors in foreign countries will then also need to be taken into account. A final conclusion is that all financial sectors are not the same when it comes to systemic risk and the determinants may differ for various countries. Similarly, individual banks may also produce SRISK as a result of different activities. The causes of SRISK for the United States are largely inherent (see Laeven, Ratnovski & Tong 2014:15), i.e., they are within the US financial sector. In contrast, the SA sector may be affected by factors outside of its own financial sector and the economic fundamentals of the country may be largely irrelevant.

Summary and conclusions

The sub-prime crisis sparked a renewed interest in systemic risk. This is arguably one of the most important, yet least understood risks. It may therefore be perplexing that a single definition for systemic risk cannot be agreed upon yet. At present, a broad definition refers to the risk of a financial system collapse. However, part of the problem with identifying systemic risk may relate to its manifestation within different economies and countries, something which a broad definition does not capture. The sub-prime crisis showed that systemic risk in developed economies such as the United States occurred as a result of large, highly leveraged banks undertaking complex activities that left them undercapitalised. Emerging markets by comparison were affected both differently and belatedly through third-party effects. Interestingly, none of the economic fundamentals of emerging markets such as SA changed, yet they were still affected by the crisis emanating from the United States. This illustrates the global impact that a large enough level of systemic risk could have.

This article measured the level of systemic risk in SA, and subsequently identified which banks were the largest contributors to this level of systemic risk. In doing so, we also contributed a new technique for measuring systemic risk. The level of systemic risk for SA provides an interesting analysis. The largest contributor to systemic risk throughout most of the sample period was the smallest bank in the sample. However, when the stock market crash took place in 2002, systemic risk contributions from the other banks increased. A similar, more dramatic situation occurred during the sub-prime crisis. During both these periods, the total financial sector systemic risk also increased markedly. The implication is that systemic risk levels within SA seem to be largely dependent on external factors, regardless of the economic fundamentals of the country itself. Whether regulatory measures adequately consider these factors for financial stability is arguable.

The implications of these findings are that in addition to complying with individual banking regulations such as those laid out by Basel, banks should ensure that they always have sufficient capital reserves in order to mitigate the effects of a period of financial turmoil in a foreign country. These levels of capital can be determined through worst-case scenario analyses – such as those performed here – to ensure that banks are sufficiently capitalised during a financial crisis and therefore protected from systemic risk.

Considering the increased levels of systemic risk in SA following crisis periods in foreign countries, and the different way in which systemic risk manifests in emerging markets, it may be worth investigating which particular events have the largest impact on systemic risk in SA. Further studies could also take a more granular approach, with the objective of determining which bank-specific characteristics result in that particular bank having a larger amount of systemic risk. If banks and regulators are more informed of the sources of systemic risk, they may be able to pre-empt the risk and ensure that sufficient capital is available.
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Footnotes

1.We follow the work of Brownlees and Engle (2012:10) and specify a market drop as a decline of −2% in the market index.

2.Eight per cent is the minimum fraction of capital (as a ratio of total assets) that the Basel committee requires each bank to hold.
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TABLE 3: Long-run marginal expected shortfall of each South African bank.

Year LRMES
Barclays (%) FirstRand (%) Investec (%) Nedbank (%) Standard (%)

2001 23.62 24.43 32.42 24.38 21.48
2002 21.99 24.20 29.01 25.05 20.87
2003 24.84 26.11 32.51 27.41 23.62
2004 2431 26.97 34.53 27.83 24.76
2005 32.83 33.74 48.28 35.86 32.73
2006 34.61 34.76 49.21 37.52 34.08
2007 25.16 27.91 34.68 27.54 26.88
2008 26.81 28.66 38.05 29.74 27.92
2009 20.67 23:5/ 34.41 25.30 22.42
2010 22.24 21.96 36.31 28.09 23.15
2011 24.89 24.20 41.10 29.67 23.33)
2012 33.12 27.86 44.20 31.39 29.66
2013 26.25 22.96 39.97 27.71 23.60

LRMES, Long-run marginal expected shortfall.
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TABLE 1: Systemic risk index contribution (%) of each South African bank.

Year Barclays (%) FirstRand (%) Investec (%) Nedbank (%) Standard (%)

2001 0.00 0.00 100.00 0.00 0.00
2002 12.67 0.00 74.32 13.01 0.00
2003 4.71 0.00 20.90 57.76 16.62
2004 0.00 0.00 49.48 50.52 0.00
2005 0.00 0.00 100.00 0.00 0.00
2006 0.00 0.00 100.00 0.00 0.00
2007 0.00 0.00 100.00 0.00 0.00
2008 13.14 0.00 19.75 21.14 45.96
2009 0.00 0.00 100.00 0.00 0.00
2010 0.00 0.00 97.28 2.72 0.00
2011 0.00 0.00 100.00 0.00 0.00
2012 0.00 0.00 100.00 0.00 0.00

2013 0.00 0.00 100.00 0.00 0.00
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TABLE 2: Leverage of each South African bank.

Year Leverage
Barclays FirstRand Investec Nedbank Standard

2001 8.90 4.46 1317 9.24 9:79
2002 12.13 6.14 69.19 11.14 10.00
2003 10.10 5.87 18.72 18.44 10.63
2004 6.74 4.34 14.68 10.93 7.54
2005 6.62 3.66 10.75 833 8.06
2006 6.48 4.17 9.28 7.53 8.10
2007 8.94 5.08 14.05 8.26 9.11
2008 10.80 7.13 21.90 12.73 12.09
2009 8.09 6.19 17.01 9.47 8.51
2010 7.60 5.94 17.87 9.33 8.21
2011 8.09 5.91 24.57 9.07 977,
2012 791 4.66 20.82 7.54 8.49
2013 8.80 4.58 18.12 7.38 8.35
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